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In this talk we consider the case of groups that are commensurable to the modular
group. The notations Γ, Gn

r , Ω∗
n,S

∗
n, . . . are the same as in the previous talk [3].

1 Additional considerations on the space S∗
n

Let Γ̃ = Γ̃n be the “transformation group” of Γ = Sp(n,Z), i.e. Γ̃ = Sp(n,Q); we first
show how Γ̃ acts on S∗

n.
For this consider the set S̃∗

n constructed by the same method as in [3, Section 2],
but using Γ̃ instead of Γ, that is the set of points M̃ · Z (classes of pairs

(
M̃, Z

)
) with

M̃ ∈ Γ̃, Z ∈ Sr (0 ≤ r ≤ n); moreover, we can assume that S̃∗
n is endowed with a

topology satisfying condition 1◦ and

2̃◦ the actions of M̃ ∈ Γ̃ on S̃∗
n are continuous maps

(for instance, consider the finest topology satisfying conditions 1◦ and 2̃◦, defined as
in [3, Section 3]); then S̃∗

n contains S∗
n as a subset; but in fact they are equal. Indeed,

for each M̃ ∈ Γ̃, there is a finite number of Mi ∈ Γ such that

M̃ Ωn ⊂
⋃
i

MiΩn

(because Ωn is a “fundamental open set” for the “Minkowskian” group Γ); since the
topology on S̃∗

n induces on S∗
n a topology satisfying conditions 1◦ and 2◦, we can take

the closure with respect to this topology (which we denote ·∗, notation that does not
clash with the notation Ω∗

n) and get

M̃ Ω∗
n =

(
M̃ Ωn

)∗ ⊂⋃
i

MiΩ
∗
n,

therefore
S̃∗

n = Γ̃Ω∗
n ⊂ ΓΩ∗

n = S∗
n;

we conclude that S̃∗
n = S∗

n. In particular, we can view Γ̃ as acting on S∗
n.

If we decompose Γ̃ into right cosets for Γ̃∩Gn
r , we get a disjoint union decomposition

of the space S̃∗
n similar to (2.3) in the previous talk [3]; the fact that S̃∗

n = S∗
n means

that we can use elements of Γ as representatives of the cosets Γ̃/Γ̃ ∩Gn
r ; this means

that

(1.1) Γ̃ = Γ
(
Γ̃ ∩Gn

r

)
(0 ≤ r ≤ n).
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This fact was already indicated by Koecher [2] in the special case r = 0 (and not only
for Γ, but for all groups satisfying certain conditions).

The actions of M̃ ∈ Γ̃ are T Γ-continuous. Indeed, let F be a T Γ-closed subset of S∗
n;

we prove that for any M̃ ∈ Γ̃, M̃F is also T Γ-closed, that is that MM̃F ∩ Ω∗
n is closed

for all M ∈ Γ. There exist finitely many Mi ∈ Γ such that(
MM̃

)−1
Ω∗
n ⊂

⋃
i

MiΩ
∗
n;

then
MM̃F ∩ Ω∗

n =
⋃
i

MM̃Mi

(
M−1

i F ∩ Ω∗
n

)
∩ Ω∗

n

and, since M−1
i F ∩ Ω∗

n is closed, so is the latter set, by the “continuity” of MM̃Mi in
Ω∗
n (this follows from [3, Lemma 1]).
The actions of M̃ ∈ Γ̃ are also T Γ

0 -continuous. It suffices to show that if U is a T Γ-
neighborhood of x and Γx-saturated, then M̃U (for M̃ ∈ Γ̃) contains a T Γ-neighborhood
of M̃x that is ΓM̃x-saturated. This follows immediately from the fact that M̃U is
M̃ Γx M̃

−1-saturated and that

M̃ Γx M̃
−1 =

(
M̃ Γ M̃−1

)
M̃x

is commensurable to ΓM̃x.
Now let Γ′ = Γ′

n be a group commensurable to Γ; then there are finitely many Mi ∈ Γ

such that

(1.2) Ω′
n =

⋃
i

MiΩn

is a fundamental open for Γ′; we can take, for instance, those Mi such that

Γ =
⋃
i

(
Γ ∩ Γ′)Mi.

We have then S∗
n = Γ′(Ω′

n

)∗
(where ·∗ denotes the closure with respect to any topology

that satisfies conditions 1◦ and 2◦). Indeed, for any M ∈ Γ, there are finitely many
M ′

j ∈ Γ′ such that

M Ωn ⊂
⋃
j

M ′
j Ω

′
n;

hence
M Ω∗

n ⊂
⋃
j

M ′
j

(
Ω′
n

)∗
,

from which we conclude that S∗
n = ΓΩ∗

n ⊂ Γ′(Ω′
n

)∗
.

We now consider conditions 1’, 2’, 3’, and 4’ that are obtained respectively from
conditions 1◦, 2◦, 3◦, and 4◦ by replacing Γ and Ω∗

n by Γ′ and
(
Ω′
n

)∗
(the “natural”

topology on
(
Ω′
n

)∗
is that induced by any topology on S∗

n that satisfies conditions 1◦

and 2◦). It is clear that T Γ satisfies conditions 1’ and 2’. Conversely, we can define the
topology T Γ′

of S∗
n as the finest topology satisfying conditions 1’ and 2’ (we proceed

as in [3, Section 3]); then T Γ′
satisfies conditions 1◦ and 2◦ (the “continuity” of the

actions of M̃ ∈ Γ̃ on
(
Ω′
n

)∗
); hence T Γ = T Γ′

. We realize then by the same argument
that the system of Γ′

x-saturated T Γ′
-neighborhoods of x is equivalent to the system of

Γx-saturated T Γ-neighborhoods of x; hence, if we define the topology T Γ′
0 in the same

way as T Γ
0 , we have T Γ′

0 = T Γ
0 . It is easy to see that T Γ′

0 = T Γ
0 satisfies conditions 1’,
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2’, 3’, and 4’; condition 3’ is proved as follows: let x, x′ ∈ S∗
n be two non-Γ′-equivalent

points, let
Γ′ =

⋃
i

(
Γ ∩ Γ′)M ′

i ,

and, for each i, let Ui, U ′
i be neighborhoods of x and

(
M ′

i

)−1
x′ such that

• ΓUi ∩ U ′
i = ∅ if x and

(
M ′

i

)−1
x′ are not Γ-equivalent;

•
(
(Γ− Γx)Ui

)
∩ Ui = ∅, U ′

i =MUi, if
(
M ′

i

)−1
x′ =Mx with M ∈ Γ;

then, as Γ′ ∩M Γx = ∅, we have
(
(Γ ∩ Γ′)Ui

)
∩ U ′

i = ∅; hence, setting

U =
⋂
i

Ui, U ′ =
⋂
i

M ′
i U

′
i ,

we have
(
Γ′ U

)
∩ U ′ = ∅. If follows that T Γ satisfies condition 3’; we can prove, by the

same reasoning as in [3], the uniqueness of the topology satisfying conditions 1’, 2’, 3’,
and 4’.

From now on we consider exclusively the topology T Γ
0 = T Γ′

0 ; the results obtained
above can be stated as follows:

Theorem 1. The actions of M̃ ∈ Γ̃ on S∗
n are T Γ

0 -continuous maps. For any group Γ′

that is commensurable to Γ, the topology T Γ
0 satisfies the conditions 1’, 2’, 3’, and 4’,

and is entirely determined by these conditions.

2 The structure of the compactified spaces Γ′\S∗
n

First, it is clear that Theorem 1 implies the following:

Theorem 2. The quotient space Γ′\S∗
n is Hausdorff and compact.

If Γ′′ is a finite index subgroup of Γ′, obviously there is a canonical map

(2.1) πΓ′,Γ′′ : Γ′′\S∗
n −→ Γ′\S∗

n

that is a “ramified covering” (which we make more precise below); πΓ′,Γ′′ is continuous
and maps open sets to open sets and closed sets to closed sets. If moreover Γ′′ is a
normal subgroup of Γ′, then Γ′′\S∗

n is “Galois” over Γ′\S∗
n, which means that the finite

group Γ′/Γ′′ acts on Γ′′\S∗
n and we have

(2.2)
(
Γ′/Γ′′)\(Γ′′\S∗

n

)
= Γ′\S∗

n.

We now study the structure of the space Γ′\S∗
n. For this we decompose Γ̃ into left Γ′-

and right
(
Γ̃ ∩Gn

r

)
-cosets as follows:

(2.3) Γ̃ =
⋃
λ

Γ′Mr,λ

(
Γ̃ ∩Gn

r

)
,

where by (1.1) the number of cosets is finite; we have then the corresponding decom-
position of S∗

n:

(2.4) S∗
n =

⋃
r

⋃
λ

Γ′Mr,λSr,

and therefore
Γ′\S∗

n =
⋃
r

⋃
λ

Γ′\
(
Γ′Mr,λSr

)
;
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if we set

(2.5) Γ′
r,λ = ϖr

(
M−1

r,λ Γ′Mr,λ ∩Gn
r

)
,

it is easy to see that Γ′
r,λ is a discrete subgroup of Sp(r,R) that is commensurable to

Γr, and that the quotient space Γ′\
(
Γ′Mr,λSr

)
is canonically identified with Γ′

r,λ\Sr;
hence the last relation can be written

(2.6) Γ′\S∗
n =

⋃
r,λ

Γ′
r,λ\Sr.

We should note that if we set in (1.2)

Mi =M ′
i Mr,λi

Li, M ′
i ∈ Γ′, Li ∈ Γ̃ ∩Gn

r ,

then

(2.7) Ω′
r,λ =

⋃
i : λi=λ

ϖr(Li) Ωr

is a fundamental open for Γ′
r,λ; this is an immediate consequence of the fact that

S∗
n = Γ′(Ω′

n

)∗
.

We consider the relation between Γ′
r,λ\S∗

r and Γ′\S∗
n. We first note that there is a

canonical injective map from S∗
r to S∗

n given by

M.Z 7−→ ιn(M).Z
(
M ∈ Γ̃r, Z ∈ Ss, 0 ≤ s ≤ r

)
,

because (M,Z) ∼ (M ′, Z ′) is obviously equivalent to
(
ιn(M), Z

)
∼
(
ιn(M

′), Z ′); this
map, clearly a homeomorphism with respect to T Γ or T Γ

0 , allows us to identify S∗
r with

the closure of Sr in S∗
n.

Given Γ′, there exists also a map ψr,λ from Γ′
r,λ\S∗

r to Γ′\S∗
n given by

(2.8) ψr,λ

(
M.Z (mod Γ′

r,λ)
)
=Mr,λ ιn(M).Z (mod Γ′),

since, if M.Z and M ′.Z ′ are Γ′
r,λ-equivalent, there exists M ′

0 ∈ Γ′ such that

ϖr

(
M−1

r,λM
′
0Mr,λ

)
M.Z =M ′.Z ′,

that is
M̃0 = (M ′)−1ϖr

(
M−1

r,λM
′
0Mr,λ

)
M ∈ Gr

s and ϖs

(
M̃0

)
Z = Z ′,

which implies that
ιn(M

′)−1M−1
r,λM

′
0Mr,λ ιn(M) ∈ Gn

s

and
ϖs

(
ιn(M

′)−1M−1
r,λ M

′
0Mr,λ ιn(M)

)
= ϖs

(
M̃0

)
,

that is that Mr,λ ι(M).Z and Mr,λιn(M
′).Z ′ are Γ′-equivalent.

As the following diagram is commutative, it is clear that the map ψr,λ is continuous:

(2.9)
Γ′
r,λ\S∗

r Γ′\S∗
n

ψr,λ

S∗
r S∗

n

Mr,λ
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but, as we are about to see, it is in general not injective.
Indeed, let s < r < n and consider double coset decompositions

Γ̃n =
⋃
λ

Γ′Mr,λ

(
Γ̃n ∩Gn

r

)
=
⋃
µ

Γ′Ms,µ

(
Γ̃ ∩Gn

s

)
,(2.10)

Γ̃r =
⋃
ν

Γ′
r,λM

(r,λ)
s,ν

(
Γ̃r ∩Gr

s

)
;

we have then

Γ̃n ∩Gn
r =

⋃
ν

(
M−1

r,λΓ
′Mr,λ ∩Gn

r

)
ιn
(
M (r,λ)

s,ν

)(
Γ̃n ∩Gn

r ∩Gn
s

)
,

since Γ̃r = ϖr

(
Γ̃n ∩Gn

r

)
and ϖ−1(Gr

s) = Gn
r ∩Gn

s ; therefore

(2.11) Γ̃n =
⋃
λ,ν

Γ′Mr,λ ιn
(
M (r,λ)

s,ν

)(
Γ̃n ∩Gn

r ∩Gn
s

)
;

this is the decomposition of Γ̃n into left-Γ′ and right-Γ̃n ∩ Gn
r ∩ Gn

s double cosets, a
refinement of the second decomposition of (2.10). We write

(2.12) (λ, ν) −→ µ if Mr,λ ιn
(
M (r,λ)

s,ν

)
∈ Γ′Ms,µ

(
Γ̃n ∩Gn

s

)
.

Then the function ψr,λ maps

Γ′
r,λ\Γ′

r,λM
(r,λ)
s,ν Ss 7−→ Γ′\Γ′Mr,λ ιn

(
M (r,λ)

s,ν

)
Ss = Γ′\Γ′Ms,µSs,

or, setting (
Γ′
r,λ

)
s,ν

= ϖs

(
M (r,λ)−1

s,ν Γ′
r,λM

(r,λ)
s,ν ∩Gr

s

)
,

Mr,λM
(r,λ)
s,ν =M ′Ms,µL, M ′ ∈ Γ′, L ∈ Γ̃n ∩Gn

s ,

ψr,λ maps

(2.13)
(
Γ′
r,λ

)
s,ν

\Ss −→ Γ′
s,µ\S via Z (mod

(
Γ′
r,λ

)
s,ν

) 7−→ L.Z (mod Γ′
s,µ),

for (λ, ν) −→ µ. It is possible that two distinct pairs (λ, ν) and (λ′, ν ′) (even with λ = λ′)
correspond to the same µ; on the other hand, we have(

Γ′
r,λ

)
s,ν

= ϖs

(
M (r,λ)−1

s,ν Γ′
r,λM

r,λ
s,ν ∩Gr

s

)
= ϖs

(
ιn
(
M (r,λ)

s,ν

)−1
M−1

r,λΓ
′Mr,λ ιn

(
M r,λ

s,ν

)
∩Gn

r ∩Gn
s

)
⊂ ϖs

(
ιn
(
M (r,λ)

s,ν

)−1
M−1

r,λΓ
′Mr,λ ιn

(
M r,λ

s,ν

)
∩Gn

s

)
= ϖs

(
L−1M−1

s,µΓ
′Ms,µL ∩Gn

s

)
= ϖs(L)

−1Γ′
s,µϖs(L);

and it is possible that
(
Γ′
r,λ

)
s,ν

is strictly smaller than ϖs(L)
−1Γ′

s,µϖs(L). These two
possible cases mean that, in general, ψr,λ is not injective.
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Example Let us consider the case of the “Hauptkongruenzgruppe”:

Γn(q) =
{
M : M ∈ Γn,M ≡ En (mod q)

}
.

In this case any Γ′
r,λ is equal to Γr(q), hence we are not in the second case(

Γ′
r,λ

)
s,ν

⊊ ϖs(L)
−1Γ′

s,µϖs(L));

let us compute the “multiplicity” νn,r of Γr(q). We have obviously

νn,r = [Γn : Γn(q)(Γn ∩Gn
r )]

= [Γn : Γn(q)]/[Γn ∩Gn
r : Γn(q) ∩Gn

r ]

= [Γn : Γn(q)]/[Γr : Γr(q)] · [Γn ∩Nn
r : Γn(q) ∩Nn

r ],

where Nn
r denotes the kernel of ϖr. But Nn

r decomposes as a semi-direct product

(2.14) Nn
r = Un

r ⋉ Tn
r ,

where

Un
r =

{(
tU 0

0 U−1

)
: U =

(
Er U12

0 U2

)
, det(U2) ̸= 0

}
,(2.15)

Tn
r =

{(
E T

0 E

)
: T =

(
0 T12

tT12 T2

)
, T2 symmetric

}
,(2.16)

the latter being a normal subgroup of Nn
r . As

Γn(q) ∩Nn
r =

(
Γn(q) ∩ Un

r

)
⋉
(
Γn(q) ∩ Tn

r

)
and

Γn(q) ∩ Un
r =

{(
tU 0

0 U−1

)
: U =

(
Er U12

0 U2

)
≡ En (mod q), U unimodular

}
,

Γn(q) ∩ Tn
r =

{(
E T

0 E

)
: T =

(
0 T12

tT12 T2

)
≡ En (mod q), T integral, symmetric

}
,

we have

[Γn ∩Nn
r : Γn(q) ∩Nn

r ] = [Γn ∩Nn
r : Γn(q) ∩ Un

r ] · [Γn ∩ Tn
r : Γn(q) ∩ Tn

r ]

= (2)[γn−r : γn−r(q)]q
r(n−r)q

(n−r)(n−r+1)
2

+r(n−r),

where

γn−r = SL(n− r,Z), γn−r(q) =
{
U ∈ γn−r : U ≡ En−r (mod q)

}
,

and the factor (2) appears if n− r ≥ 1 and q > 2. It is well-known that

[γn : γn(q)] = qn
2−1

∏
p|q

∏
2≤k≤n

(
1− p−k

)
,

[Γn : Γn(q)] = qn(2n+1)
∏
p|q

∏
1≤k≤n

(
1− p−2k

)
(see [1]). We obtain

νn,r =

qn(2n+1)−r(2r+1)
∏
p|q

∏
r+1≤k≤n

(
1− p−2k

)
(2)q

(n−r)(n−r+1)
2

+2r(n−r)+(n−r)2−1
∏
p|q

∏
2≤k≤n−r

(
1− p−k

)(2.17)

= q
1
2
(n−r)(n+3r+1)+1(2)−1

∏
p|q

∏
r+1≤k≤n

(
1− p−2k

)
∏

2≤k≤n−r

(
1− p−k

)
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for r < n. If s < r < n, we have therefore

νn,rνr,s
νn,s

= q(n−r)(r−s)+1(2)−1
∏
p|q

n−s∏
2

(
1− p−k

)
n−r∏
2

(
1− p−k

) r−s∏
2

(
1− p−k

) > 1,

which shows that the map Γr(q)\S∗
r −→ Γn(q)\S∗

n is certainly not injective if 0 < r < n.

3 A connectedness theorem

Finally we add a theorem that will be useful later.

Theorem 3. Every point of S∗
n−Sn has a base of T Γ

0 -neighborhoods whose intersection
with Sn is connected and open.

Proof. We can assume that the point in question is Z0 ∈ Ωr (r < n). Let Ur be
a connected,

(
Γr

)
Z0

-saturated neighborhood of Z0 in Ωr and let Us = V (s)(Ur,K)

(r ≤ s ≤ n) be the set defined in [3, p. 3], that is the set of Z ∈ Ωs such that

Z =

(
Z

(r)
1 Z12

tZ12 Z2

)
= X + iY, Y = tWDW, D =

d1 0
. . .

0 ds


with Z

(r)
1 ∈ Ur, dr+1 > K; then

U =
⋃

r≤s≤n

Us

is a neighborhood of Z0 in Ω∗
n and therefore Ũ = ΓZ0U is a T Γ

0 -neighborhood of Z0 in
S∗

n. We will prove that Ũ = ΓZ0U intersects Sn in a connected set, that is that ΓZ0Un

is connected. It is easy to see that ΓZ0 is finitely generated (note that Γ ∩Nn
r is a finite

index subgroup of ΓZ0 and is finitely generated); let {Mi} be a finite generating set for
ΓZ0 that contains the identity E; we may assume in addition that Mi is of one of the
following forms:

Mi =


Er 0 0 0

0 tU2 0 0

0 0 Er 0

0 0 0 U−1
2

 , U2 unimodular,(3.1)

Mi =


A1 0 B1 B12

A21 En−r B21 B2

C1 0 D1 D12

0 0 0 En−r

 .(3.2)

(Indeed, ΓZ0 is the semi-direct product of subgroups consisting of matrices of respective
forms (3.1) and (3.2), with the latter subgroup being normal.) Decomposing Z ′ =MiZ,
Z ∈ Un as above, we see easily that if Mi is of the form (3.2), then Z ′ belongs to
Ωn(u

′), where u′ ≥ u depends only on Ur, K, and Mi; therefore MiUn ⊂ Ωn(u
′) for u′

sufficiently large. Now let Mi be of the form (3.1); for an arbitrary but fixed matrix
Zi in Un we can again take u′ such that Z ′

i = MiZi ∈ Ωn(u
′); in this case we have the

relations

X ′
1 = X1, X ′

12 = X12U2, X ′
2 =

tU2X2U2, W ′
1 =W1,

W ′
12 =W12U2, D′

1 = D1,
tW ′

2D
′
2W

′
2 =

tU2
tW2D2W2U2;
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so if we denote by Zi(λ) and Z ′
i(λ) the matrices obtained by replacing D2 and D′

2

by λD2 and λD′
2 (λ ≥ 1) inside Zi, respectively Z ′

i, we see easily that Zi(λ) ∈ Un,
Z ′
i(λ) ∈ Ωn(u

′), Z ′
i(λ) =MiZi(λ) and hence Z ′

i(λ) (λ ≥ 1) belongs to MiUn ∩Ωn(u
′). Let

u′ be such that all the above conditions are satisfied; we define a neighborhood

U ′ =
⋃

r≤s≤n

U ′
s

of Z0 in Ωn(u
′)∗ exactly as above with U ′

r = Ur and K ′ large enough that U ′ ⊂ Ũ ; then
MiUn ∩ U ′

n = ∅ for all i; indeed, if Mi is of the form (3.2), we can take, for a given K ′,
K1 such that MiV

(n)(Ur,K1) ⊂ U ′
n; on the other hand, if Mi is of the form (3.1), Z ′

i(λ)

belongs to MiUn ⊂ U ′
n for sufficiently large λ. Then, since Un and U ′

n are connected,
so is Un ∪ U ′

n, and (Un ∪ U ′
n) ∩Mi(Un ∪ U ′

n) ̸= ∅ for all i, from which we conclude the
connectedness of ΓZ0Un = ΓZ0(Un ∪ U ′

n).

Bibliographic note

The two results of Koecher referred to in this talk can be found in [1, 2].
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